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ABSTRACT— Microshrinkages are known as probably the most difficult defects to avoid in high-

precision foundry. This failure renders the casting invalid, with the subsequent cost increment. Mod-

elling the foundry process as an expert knowledge cloud allows machine learning algorithms to fore-
see the value of a certain variable, in this case, the probability that a microshrinkage appears within a 

casting. In this paper, we extend previous research on foundry production control by adapting and 

testing support vector machines and decision trees for the prediction in beforehand of microshrin-
kages. Finally, we compare the obtained results and show that decision trees are more suitable than 

the rest of the counterparts for the prediction of  microshrinkages. 

Key Words: fault prediction, machine-learning, industrial processes optimisation 

1.  INTRODUCTION 

Foundry has evolved from the ancient-magic-surrounded activity it was once, to a backbone that maintains 

the whole industrial world. Hence, the foundry process is subject to very strict safety controls in order to 

assure the quality of the manufactured castings since, as one may think, the tiniest defect may become fatal. 

Commonly, the techniques for the assurance of failure free foundry processes are exhaustive production 

control and several simulation techniques [1]. Unfortunately, these methods are not still capable of prevent-

ing what is known to be the most difficult flaw in ductile iron castings, namely the microshrinkage. Specif-

ically, this imperfection, also called secondary contraction, consists of tiny porosities that appear when the 

casting is cooling down. In this way, almost all process parameters interact on its apparition making it very 

difficult to avoid so far. 

Further, the problem of the microshrinkage apparition is very difficult to solve due to the following 

reasons [2]. First, many variables have an effect in the creation of the secondary contraction. Second, the 

data-acquisition systems gather much information but it is not prioritised in any way. Third, it is very hard 

to establish cause-effect relationships between the variables of the system. Finally, the human knowledge 

used in this task tends to be subjective, incomplete and not subjected to any empirical test [3].  

As shown in [2, 4], a machine-learning-based tool could help in this goal. After a training period, the 

machine-learning classifiers learned the behaviour of the model and thereafter, they were able to foresee its 

outcome (i.e. the formation or not of the microshrinkage).  

Still, similar machine-learning classifiers have been applied in domains alike with outstanding results, 

for instance, artificial neural networks [5] or the k-nearest neighbour algorithm [6]. In this way, successful 

applications of artificial neural networks include for instance spam filtering [7], decision support systems 

for cancer [8] or industrial fault diagnosis [9]. Similarly, k-nearest neighbour algorithm has been applied 

for instance to visual category recognition [10], automated transporter prediction [11], weather forecasting 

[12], protein function prediction [13], malware detection [14] or image retrieval [15].  

These good results boosted us to test another machine learning models. In those experiments, [4, 16], 

we discovered that we do not use the same classifier for all defects and thus, we decided to get the best 

classifier for each fault. 

Finally, more machine learning models have been used, for instance, support vector machines [17] and 

decision trees [18]. To this extent, some examples of success applying support vector machines and deci-

sion trees are the following: fault prediction using early lifecycle data [19], identification of gas turbine 

faults [20], fault diagnosis [21, 22] and prediction of time-series [23]. 

Against this background, this paper advances the state of the art in two main ways. First, we address 

here a methodology to adapt machine learning classifiers, specifically, support vector machines and deci-

sion trees, to the prediction of microshrinkages and we describe the method for training them. Second, we 

evaluate the classifiers with an historical dataset from a real foundry process in order to compare the accu-

racy and suitability of each method. 



2. RELATED WORK 

Nowadays, machine-learning models are being used increasingly more in fault prediction issues. There has 

been a hectic activity around the applications of Artificial Neural Networks (ANN) to solve other problems 

of foundry process, for instance, on the prediction of the ferrite number in stainless steel arc welds [24]. 

ANNs have also been used in classifying foundry pieces [25], optimising casting parameters [26] and 

detection of causes of casting defects [27]. 

Similarly, successful experiments involving k-nearest neighbour (KNN) algorithm include fault detec-

tion of semiconductor manufacturing processes [28]. In addition, KNN algorithm and ANN have been ap-

plied for enhancing quality of steel [29], achieving an overall root mean square error of 0:38 (a comparison 

between their results and ours is showed in section 5). Likewise, Bayesian networks have been applied as 

previous methods in Bayesian neural networks methodology (i.e. forecasting the ferrite number in stainless 

steel [30]) and as the axis to establish the level of microshrinkage in iron castings [2]. The good results ob-

tained by these researches encouraged us to tailor these approaches into our concrete problem domain. 

Therefore, in our previous work we predicted the mechanical properties, more accurately, being able to 

foresee the ultimate tensile strength [3, 15]. 

Remarkably, there are several experiments that try to predict castings properties using machine learn-

ing methods [31]. Despite these experiments, to our knowledge there is no single published research on the 

prediction of microshrinkages within iron castings, specially using support vector machines and decision 

trees. 

3.  MICROSHRINKAGES AND FOUNDRY PRODUCTION 

Microshrinkages appear during the cooling phase of the metal but they cannot be noticed until the produc-

tion is accomplished. More accurately, this flaw consists of minuscule internal porosities or cavities. Since 

metals are less dense as a liquid than as a solid, the density of the metal increases while it solidifies and the 

volume decreases in parallel. In this process, diminutive, microscopically undetectable interdendritic voids 

may appear leading to a reduction of the castings hardness and, in the cases faced here where the casting is 

a part of a very sensitive piece,  rendering the piece useless [32]. 

Commonly, the way to examine finished parts is the usage of non-destructive inspections that are per-

formed one the final piece is obtained. In this way, the most common techniques are X-ray and ultrasound 

emissions but, unfortunately, both require suitable devices, specialised staff and quite a long time to ana-

lyse all the produced parts. Therefore, postproduction inspection is not an economical alternative to the pre-

production detection of microshrinkages. 

Specifically, the main variables to control in order to predict the apparition of microshrinkages can be 

classified into metal-related and mould-related categories. On one hand, metal-related variables are divided 

into the following categories: 

 Composition: Type of treatment, inoculation and charges. 

 Nucleation potential and melt quality: Obtained by means of a thermal analysis program [33]. 

 Pouring: Duration of the pouring process and temperature. 

On the other hand, mould-related variables can be split into the following categories: 

 Sand: Type of additives used, sand-specific features and carrying out of previous test or not. 

 Moulding: Machine used and moulding parameters. 

Furthermore, there are some variables that may influence the apparition of secondary contraction dur-

ing the foundry process, like the composition, the size of the casting, the cooling speed and thermal treat-

ment [2, 3, 4]. The system must take into account all of them in order to achieve a prediction of that defect. 

In this way, the machine-learning classifiers are the same we used in our previous experiments, and they 

were composed of about 24 variables [4]. 

4. MACHINE LEARNING CLASSIFIERS 

4.1 Support Vector Machines (SVM) 
Support vector machines [17] consist on finding an hyperplane or a set of hyperplanes that divides the n-

dimensional space of the data in two regions (although there are enhancements for multi-class classifica-

tion). This hyperplane is the one that maximises the distance between the examples of the two classes. This 



separation between those regions is called functional margin. In general, the larger the functional margin, 

the lower the generalization error of the classifier.  

Supporting vectors are the instances that are situated near the hyperplane. Since sometimes the space 

cannot be divided with an hyperplane, a kernel function K is used. This function studies the relations within 

the data and creates complex divisions in the space. Although the resulting algorithm is similar, every dot 

product is replaced by a non-linear kernel function. 

4.2 Decision Trees 
These classifiers [18] constitute a decision support tool represented as a tree-like graph. They are also used 

to model the decisions and their possible consequences. To this extent, decision trees are composed by 

three kinds of nodes: decision nodes, chance nodes and end nodes.  

Moreover, there are several training algorithms that are typically used for learning the graph structure 

of these trees using a labelled dataset. In this work, we used random forest, which is an ensemble (i.e. com-

bination of weak classifiers) of different randomly-built decision trees [34]. Further, we also used J48 (the 

Weka [35] implementation of the C4.5 algorithm developed by Ross Quinlan [36]). Since generated deci-

sion tree can be used for classification, it is often referred as a statistical classifier. 

C. Bayesian Networks 
Bayesian networks are probabilistic models for multivariate analysis. Formally, they are directed acyclic 

graphs associated to a probability distribution function [37]. Nodes in the graph represent variables (i.e. 

they can be either a premise or a conclusion), and the arcs represent conditional dependencies between such 

variables.  

Further, the probability function illustrates the strength of these relationships (i.e. arcs) in the graph 

[37]. To our needs, the most important ability of Bayesian networks is their capability of inferring the prob-

ability that a certain hypothesis becomes true (i.e. the probability of a microshrinkage to appear). 

5.  EXPERIMENTAL RESULTS 

In order to validate our method, we have acquired data from a foundry specialised in safety and precision 

components for the automotive industry, principally in disk-brake support with a production over 45000 

tons a year. Note that, as aforementioned, microshrinkages have internal presence, hence, the evaluation 

must be done according to non-destructive X-ray, first, and ultrasound testing techniques, thenceforth, to 

ensure that even the smallest microshrinkages are found [3].  

In the experiments, the machine-learning classifiers have been built with the aforementioned 24 va-

riables. We have worked with two different references (i.e. type of pieces) and, in order to test the accuracy 

of the predictions, with the results of the non-destructive X-ray and ultrasound inspections from 951 pro-

duction stocks (note that each production stocks may involve several castings or pieces) performed in befo-

rehand. To this extent, we have defined risk levels as follows: Risk 0 (no microshrinkages seen) and Risk 1 

(more than a microshrinkage seen for a production stock). Specifically, we have followed the next configu-

ration for the performed experiment: 

 Cross validation: Despite the small dataset, we have to use as much of the available information 

in order to obtain a proper representation of the data. To this extent, K-fold cross validation is 

usually used in machine learning experiments [38]. In our experiments, we have performed a K-

fold cross validation with k=10. In this way, our dataset is 10 times split into 10 different sets of 

learning (66 % of the total dataset) and testing (34 % of the total data). 

 Learning the model: For each fold, we have performed the learning phase of each algorithm with 

the corresponding training dataset, applying different parameters or learning algorithms depending 

on the model. More accurately, we have use the following models: 

− Support Vector Machines: In order to train support vector machines we have used different 

kernels: a polynomial kernel [39], a normalised polynomial kernel [40], a Pearson VII func-

tion-based universal kernel [41] and a radial basis function (RBF) based kernel [42]. 

− Decision Trees: We have performed experiments with random forest [42], an ensemble of 

randomly constructed decision trees using different amount of trees (n): n = 10, n = 50, n = 

100, n = 150, n = 200, n = 250 and n = 300. And we have also used J48 (the Weka [38] im-

plementation of the C4.5 algorithm). 



− Bayesian Network: We have used Tree Augmented Naïve (TAN) [37] as structural learning 

algorithm. 

 Testing the model: For each fold, we evaluated the accuracy and the error rate between the pre-

dicted value set X and the real value set Y (both with the size of the testing dataset m) with mean 

absolute error (MAE): 
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As we mentioned before, we have evaluated the classifiers in terms of prediction accuracy and error 

(i.e. MAE and RSME). In this way, Table I illustrates the obtained results. Regarding the prediction accu-

racy, using the full original dataset  we are able to achieve a 94.24% of accuracy level. Random forest with 

200 trees outperformed the rest of classifiers. On one hand, each an every of the random forest are better 

classifiers than the J48.  

Machine-learning Model Accuracy (%) MAE RMSE 

Bayesian Network with TAN 91.52 0.11 0.25 

SVM with Polynomial Kernel 91.86 0.08 0.28 

SVM with Normalised Polynomial Kernel 92.29 0.08 0.27 

SVM with Pearson VII universal kernel 73.29 0.27 0.52 

SVM with Radial Basis Function Kernel 90.98 0.09 0.30 

Decision Tree: RandomForest with 10 trees 92.46 0.15 0.25 

Decision Tree: RandomForest with 50 trees 94.02 0.16 0.23 

Decision Tree: RandomForest with 100 trees 94.06 0.16 0.23 

Decision Tree: RandomForest with 150 trees 94.15 0.16 0.23 

Decision Tree: RandomForest with 200 trees 94.24 0.16 0.23 

Decision Tree: RandomForest with 250 trees 94.16 0.16 0.23 

Decision Tree: RandomForest with 300 trees 94.25 0.16 0.23 

Decision Tree: J48 91.91 0.12 0.27 

Table I.  Results in terms of accuracy and error rates 

With that specific configuration, random forest achieves the best accuracy level and before and after 

that point the accuracy is lower. Similarly, SVM with polynomial-based kernel were also able to overcome 

the Bayesian network with an accuracy of 92,29 %. Besides, J48 performed a little better than the Bayesian 

network. 

Furthermore, regarding the mean absolute error and the root mean square error, the results are similar 

to the ones of prediction accuracy and the random forest with 200 trees also outperformed the rest of algo-

rithms in terms of root square error distribution whilst SVM with Radial-basis-function-based kernel out-

performed in terms of mean absolute error. 

Summarizing, the system has achieved overall good results (more than 94%). In this way, we can re-

duce in a significant manner the cost and the duration of the actual testing methods. Remarkably, the out-

standing results achieved by the random forest with 200 trees show that it can be used in a similar way as 

we have used the Bayesian networks or artificial neural networks in previous works. Still, the Sensitive 

Module (SM) [26] we used for microshrinkage apparition provided an interesting decision support system 

for the operators in the foundry rely on cause-effect relationships. Specifically, SM studies the different 

values that each variable adopts in order to trace the influence of such values in the apparition of micro-

shrinkages. 

6. CONCLUSIONS 

Predicting the apparition of microshrinkages in ductile iron castings is one of the most hard challenges in 

foundry-related research. Our work in [2] pioneers the application of Artificial Intelligence to the prediction 

of microshrinkages.  

Specifically, in this research, we have included and adapted to our particular problem domain two clas-

sifiers that have been used widely in similar issues. All of them behave well, but random forests outperform 



the rest of the classifiers. In addition, as we noticed in previous works [2, 4, 16], there are some irregulari-

ties in the data that may alter the outcome rendering it not as effective as it should. More accurately, these 

inconsistencies appear because the data acquisition is performed in a manual fashion. 

Accordingly, the future development of this predictive tool will be oriented in four main directions. 

First, we plan to extend our analysis to the prediction of other defects in order to develop a global system of 

incident analysis. Second, we will compare more supervised and semi-supervised machine learning algo-

rithms in order to prove their effectiveness to predict foundry defects. Third, we plan to integrate the best 

classifiers in a meta-classifier which will work as a black box combining all partial results to predict any 

defect. And, finally, we plan to test a preprocessing step to reduce the irregularities in the data. 
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