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Abstract—In previous work, we presented the first spam
filtering method based on anomaly detection that reduces the
necessity of labelling spam messages and only employs the
representation of legitimate e-mails. This method achieved high
accuracy rates detecting spam while maintaining a low false
positive rate and reducing the effort produced by labelling spam.
In this paper, we study the performance of our previous method
when using spam messages to represent normality.

I. INTRODUCTION

Several approaches have been proposed by the academic
community to solve the spam problem [1], [2], [3], [4]. Among
them, the termed as statistical approaches [5] use machine-
learning techniques to classify e-mails. These approaches
have proved their efficiency detecting spam and are the most
extended technique to fight it. In particular, the use of the
Bayes theorem is widely used by the anti-spam filters (e.g.,
SpamAssasin [6], Bogofilter [7], and Spamprobe [8]).

These statistical approaches are usually supervised, i.e.,
they need a training set of previously labelled samples. Since
these techniques perform better as more training instances are
available, a significant amount of previous labelling work is
needed to increase the accuracy of the models.

This work includes a gathering phase in which as many
e-mails as possible are collected. Then, each e-mail has to
be classified as spam or legitimate. Finally, machine-learning
models are generated based upon the labelled data. But the
availability of labelled training instances is limited and labo-
rious to produce, which slows down the progress of anti-spam
systems.

In previous work [9], we proposed the first method that
applies anomaly detection to spam filtering. This approach
was able to determine whether an e-mail is spam or not by
comparing word frequency features with a dataset composed
only of legitimate e-mails. If the e-mail under inspection
presented a considerable deviation to what it is considered
as usual (legitimate e-mails), it can be considered spam. This
method reduced the efforts of labelling messages.

The fact that the results were obtained with the minimum
distance, which is the most conservative configuration among
the distances used in our previous experiment, raised a topic
of discussion regarding which e-mails should be considered
anomaly e-mails. As said before, for each 5 mail sent world-
wide 4 are spam, therefore, in terms of normality, receiving a

legitimate e-mail is an anomaly.
In light of this background, we perform in this paper an

empirical study of our previous method, only this time, we
consider spam e-mails as “normal” messages, and legitimate
e-mails as “anomaly”. We have used the evaluation method
that we employed in our previous work to evaluate this new
approach.

II. COMMON APPROACHES

Machine-learning approaches model e-mail messages using
the Vector Space Model (VSM) [10], an algebraic approach
for Information Filtering (IF), Information Retrieval (IR),
indexing and ranking. This model represents natural language
documents in a mathematical manner through vectors in a
multidimensional space.

Formally, let an IR model be defined as a 4-tuple
[E ,Q,F , R, (qi, ej)] [11]: (i) E , is a set of representations
of e-mail; Q, is a set of representations of user queries; (ii)
F , is a framework for modelling e-mails, queries and their
relationships; and (iii) R(qi, ej) is a ranking function that
associates a real number with a query qi, (qi ∈ Q) and an
e-mail representation ej , (ej ∈ E). This function is also called
a similarity function.

Let E be a set of text e-mails e, {e : {t1, t2, ...tn}}, each
one comprising an n number of t terms. Consider wi,j a
weight for term ti in an e-mail ej , whereas if wi,j is not
present in e, then wi,j = 0. Therefore, an e-mail can be
represented as a vector, starting from its origin, of index terms
~ej = (w1,j , w2,j , ...wn,j).

Taking this formalisation as starting point, ‘term frequency
- inverse document frequency’ (tf − idf) [12] is applied to
obtain the weight of each word, whereas the weight of the ith

word in the jth e-mail, denoted by weight(i, j), is defined
by: weight(i, j) = tfi,j · idfi.

The term frequency tfi,j [12] is defined as tfi,j =
mi,j/

∑
k mk,j , where mi,j is the number of times the word

ti,j appears in an e-mail e, and
∑

k mk,j is the total number
of word in the e-mail e.

On the other hand, the inverse document frequency idfi
is defined as: idfi = |E|/(|E : ti ∈ e|), where |E| is the
total number of documents and |E : ti ∈ e| is the number of
documents containing the word ti,j .



Then, these approaches apply relevance weights to each fea-
ture based on Information Gain (IG) [13], which determines,
for each feature, its relevance for the classification of a sample
into spam or legitimate e-mail.

Spam filtering techniques use information extracted from e-
mails to classify them into 2 categories: spam or legitimate.
To this end, most algorithms use VSM, splitting the document
into a set of a features (e.g., words, phrases), representing
them as vectors, and using these vectors as the basis of the
classification.

III. METHOD DESCRIPTION

Our anomaly detection approach employs the word fre-
quency features of the VSM described to represent e-mails
as points in the feature space. In this way, we can obtain
a group of e-mails that represent normality (i.e., spam), and
decide whether some message is spam or ham by measuring
its deviation from the group.

In order to measure the similarity between different e-mails,
we compute the following distance measures:
• Manhattan Distance. The distance between two points

x and y is the sum of the lengths of the projections of the
line segment between the two points onto the coordinate
axes: d(x, i) =

∑n
i=0 |xi − yi|, where x is the first point;

y is the second point; and xi and yi are the ith component
of the first and second point, respectively.

• Euclidean Distance. The distance between two points x
and y is the length of the line segment connecting v and
u. It is calculated as: d(x, y) =

∑n
i=0

√
v2i − u2

i , where
x is the first point; y is the second point; and xi and
yi are the ith component of the first and second point,
respectively.

These distances provide a method for measuring the de-
viation between two e-mails (i.e., the distance between any
message and one single message in the group that represents
normality). In order to be able to compare a single e-mail
against a group of various spam messages, it is necessary
to apply a distance selection rule to obtain a unique value
dependant on every distance measure performed. To this
end, we apply 3 different selection rules: (i) Mean selection
rule, which computes the average of the distances to all the
members of the spam group; min selection rule, which selects
the distance to the nearest spam message; and max selection
rule, which returns the distance to the furthest point in the
normality representation.

The final deviation value of the e-mail under inspection
depends on the distance measure computed and the selection
rule applied.

Therefore, when our method inspects an e-mail a final
distance value is acquired, which will depend on both the
distance measure and the combination metric.

IV. EMPIRICAL VALIDATION

We used the Ling Spam1 and SpamAssassin2 datasets.

1http://nlp.cs.aueb.gr/software and datasets/lingspam public.tar.gz
2http://spamassassin.apache.org/publiccorpus/

The SpamAssassin public mail corpus is a selection of
1,897 spam messages and 4,150 legitimate e-mails. Ling Spam
consists of a mixture of both spam, 481 e-mails, and legitimate,
2,893 messages, retrieved from the Linguistic list, an e-mail
distribution list about linguistics. From the 4 different datasets
provided in this corpus, each one with different pre-process
steps, we chose the Bare dataset, which had no pre-processing.

We performed for both datasets an Stop Word Removal [14]
based on an external stop-word list3 and removed any non
alpha-numeric character.

Specifically, we followed the next configuration for the
empirical validation:

1) Cross validation. For the Ling Spam dataset, we per-
formed a 5-fold cross-validation [15] dividing the dataset
of spam e-mails (the normal behaviour) into 5 different
divisions of 96 messages, using 4 of them to represent
normality and 1 to measure deviations. In this way, each
fold is composed of 384 spam e-mails that will be used
as representation of normality and 2,508 testing e-mails,
from which 96 are spam and 2,412 are legitimate e-
mails.
With regards to the SpamAssassin dataset, we also
performed a 5-fold cross-validation [15] dividing the
spam e-mails into 4 different divisions of 379 e-mails
and 1 division of 380 e-mails, using for of them to
represent normality and the other one to test deviations.
In this way, each fold is composed of 1,517 or 1,516
spam e-mails that will be used as representation of
normality and 4,530 or 4,529 testing e-mails, from which
380 or 379 are spam e-mails and 4,150 are legitimate
e-mails. See Table II.

TABLE II
NUMBER OF INSTANCES WITHIN EACH FOLD OF THE 5-FOLD

CROSS-VALIDATION PROCESS. NOTE THAT THE NUMBER OF SPAM
E-MAILS WITHIN SPAMASSASSIN CORPUS VARIED IN THE FOLDS

BECAUSE THE NUMBER OF SPAM E-MAILS WAS NOT DIVISIBLE BY 5.

Ling Spam
Normality Deviations
# Spam # Spam # Legitimate

Fold 1 384 96 2,412
Fold 2 384 96 2,412
Fold 3 384 96 2,412
Fold 4 384 96 2,412
Fold 5 384 96 2,412

SpamAssassin
Normality Deviations
# Spam # Spam # Legitimate

Fold 1 1,516 380 4,150
Fold 2 1,517 379 4,150
Fold 3 1,517 379 4,150
Fold 4 1,517 379 4,150
Fold 5 1,517 379 4,150

2) Calculating distances and combination rules. We ex-
tracted the aforementioned characteristics and employed
the 2 different measures and the 3 different combination
rules described in Section III to obtain a final measure

3http://www.webconfs.com/stop-words.php



TABLE I
BEST RESULTS OBTAINED FOR DIFFERENT COMBINATION RULES AND DISTANCE MEASURES. ‘THRES’. STANDS FOR THE CHOSEN THRESHOLD.

Ling Spam

Combination Manhattan Distance Euclidean Distance
Thres. Prec. Rec. F-Meas. Thres. Prec. Rec. F-Meas.

Mean 8.52995 3.83% 100.00% 7.37% 4.94602 3.83% 100.00% 7.37%
Maximum 9.04422 3.98% 67.92% 7.53% 4.72080 5.23% 35.63% 9.13%
Minimum 0.70134 16.48% 12.50% 14.22% 1.28991 58.73% 15.42% 24.42%

SpamAssassin

Combination Manhattan Distance Euclidean Distance
Thres. Prec. Rec. F-Meas. Thres. Prec. Rec. F-Meas.

Mean 5.73362 8.37% 100.00% 15.45% 4.30434 8.37% 100.00% 15.45%
Maximum 8.22796 8.37% 100.00% 15.45% 4.43060 20.75% 56.59% 30.37%
Minimum 0.40784 56.88% 23.10% 32.86% 1.27859 71.58% 40.51% 51.74%

of deviation for each testing evidence. More accurately,
we applied Manhattan and Euclidean distances.
For the combination rules we have tested the mean value,
the lowest computed distance and the highest computed
distance.

3) Defining thresholds. For each measure and combination
rule, we established 10 different thresholds to determine
whether an e-mail is spam or not. These thresholds
were selected by first establishing the lowest one. This
number was the highest possible value with which no
spam messages were misclassified. The highest one was
selected as the lowest possible value with which no
legitimate spam messages were misclassified.
In this way, the method is configurable in both reducing
false positives or false negatives. It is important to define
whether it is better to classify spam as legitimate or to
classify legitimate as spam.

4) Testing the method. To evaluate the results, we mea-
sured the most frequently used in spam filtering: preci-
sion (Prec.), recall (Rec.) and f-measure (F-meas.).
We measured the precision of the spam identification as
the number of correctly classified spam e-mails divided
by the number of correctly classified spam e-mails and
the number of legitimate e-mails misclassified as spam,
Precision = Ns→s/Ns→s +Nl→s, where Ns→s is the
number of correctly classified spam and Nl→s is the
number of legitimate e-mails misclassified as spam.
Additionally, we measured the recall of the spam e-mail
messages, which is the number of correctly classified
spam e-mails divided by the number of correctly classi-
fied spam e-mails and the number of spam e-mails mis-
classified as legitimate, Recall = Ns→s/Ns→s+Ns→l.
We also computed the F-measure, which is the harmonic
mean of both the precision and recall, simplified as
follows, F -measure = 2Ns→s/2Ns→s+Ns→l+Nl→s

Table I shows the best results obtained for LingSpam and
SpamAssassin using different distances, combination rules and
thresholds.

V. DISCUSSION AND CONCLUSIONS

As in our previous work [9] the best results were obtained
with the minimum distance, the most conservative configu-

ration for distance. This fact led us to believe that defining
legitimate messages as anomaly and spam messages as normal
behaviour would offer good results. Therefore, this experiment
shows that, at least for the used datasets, using spam messages
to represent normality is not a good choice.
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