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Abstract. Foundry is one of the activities that has contributed to evolve
the society, however, the manufacturing process is carried out in the same
manner as it was many years ago. Therefore, several defects may appear
in castings when the production process is already finished. One of the
most difficult defect to detect is the microshrinkage: tiny porosities that
appear inside the casting. Another important aspect that foundries have
to control are the attributes that measure the faculty of the casting to
withstand several loads and tensions, also called mechanical properties.
Both cases need specialised staff and expensive machines to test the
castings and, in the second one, also, destructive inspections that render
the casting invalid. The solution is to model the foundry process to apply
machine learning techniques to foresee what is the state of the casting
before its production. In this paper we extend our previous research and
we propose a general method to foresee all the defects via building a
meta-classifier combining different methods and without the need for
selecting the best algorithm for each defect or available data. Finally, we
compare the obtained results showing that the new approach allows us to
obtain better results, in terms of accuracy and error rates, for foretelling
microshrinkages and the value of mechanical properties.

Key words: fault prediction, machine learning, meta-classification, pro-
cess optimization.

1 Introduction

The manufacturing process is an important part of the current society. Thanks to
it, consumers can have different products and services. Within the manufacturing
process, the casting production or the foundry process is considered as one of the
main factors that influences the development of the world economy. Thousands
of castings are created in foundries composing complex systems. In fact, the
actual capacity of the casting production of the world, which is higher than 60
million metric tones per year, is strongly diversified.

Due to current trends, it is really easy to produce castings and suddenly dis-
cover that every single one is faulty. The techniques for the assurance of failure-
free foundry processes are exhaustive production control and diverse simulation



techniques [1] but they are extremely expensive and only achieve good results
in an a posteriori fashion. These methods are also still incapable of preventing
two of the most difficult targets to detect in ductile iron castings, i.e., the mi-
croshrinkage and the mechanical properties. The first one, also called secondary
contraction, consists in tiny porosities that appear inside the casting when it is
cooling down. For the second one: mechanical properties, we have selected the
ultimate tensile strength that is the force, which a casting can withstand until
it breaks, in other words, it is the maximum stress any material can withstand
when subjected to tension.

The problem of foreseeing the apparition of both flaws is very difficult to solve
[2-5] due to the following reasons: (i) a huge amount of data, not prioritised
or categorised in any way, is required to be managed, (ii) it is very hard to
find cause-effect relationships between the variables of the system, and (iii) the
human knowledge used in this task usually tends to be subjective, incomplete
and not subjected to any test. One way to solve this problem is the employment
of machine learning methods.

Currently, machine-learning classifiers have been applied in domains alike
with outstanding results, for instance, for fault diagnosis [6], malware detection
[7] or for cancer diagnosis [8]. Machine learning is being used increasingly in the
field of metallurgy in several aspects such us classifying foundry pieces [9], opti-
mising casting parameters [10], detecting causes of casting defects [11] amongst
other related problems [12]. We have also applied these ideas and, we tested
several machine-learning classifiers [2,4,5,13-15] to identify which is the best
classifier to predict microshrinkages and the ultimate tensile strength.

These classifiers, used as a stand-alone solution, are capable to predict sev-
eral defects. But this process has some shortcomings such as: (i) we cannot be
completely sure that the selected classifier is the best one to generalise the man-
ufacturing process, (ii) the learning algorithms employed for creating some of
the machine learning classifiers only find a local maximum and, hence, the final
result is not optimal and (iii) by using a single classifier, we should generate a
classifier close to the process nature (linear or non-linear). Combination of dif-
ferent classifiers can solve these problems. Firstly, it is more safe if we use all the
classifiers instead of selecting one. Secondly, by combining different sub-optimal
classifiers, we can approximate their behaviour to the optimal one. Finally, in
this combination process we are able to select several classifiers building a lin-
ear meta-classifier (all of them are linear classifiers), non-linear (all of them are
non-linear classifier) or hybrid (classifiers belong to both classes).

Against this background, we present here the first approach that employs
a meta-classification technique, specifically, methods that allow us to combine
several machine learning classifiers for categorising castings and to foresee mi-
croshrinkages and the ultimate tensile strength. These methods are able to learn
from labelled data to build accurate classifiers that are going to share its knowl-
edge under some rules. We propose the adoption of this method for the detection
of microshrinkages and the ultimate tensile strength using features extracted
from the foundry production parameters as we did before [2,4,5,13-15].



2 High Precision Foundry

2.1 Foundry Process

A foundry is a factory where metal is melted and poured into containers specially
shaped to produce objects such as wheels and bars. In other words, the factory in
which metals are melt. Despite the fact that the process seems to be simply, the
whole process become complex due to the hard conditions in which is developed.
In this research we focus on foundries which produce castings that are close to
the final product shape, i.e., ‘near-net shape’ components. To obtain the final
casting, metals, in our case iron metals, have to pass through several stages
in which raw materials are transformed. The most important stages are the
following [16]:

— Pattern making. In this step, moulds (exteriors) or cores (interiors) are
produced in wood, metal or resin in order to be used to create the sand
moulds in which the castings are made.

— Sand mould and core making. The sand mould is the most widely ex-
tended method for ferrous castings. Sand is mixed with clay and water or
other chemical binders. Next, the specialised machines create the two halves
of the mould and join them together to provide a container in which the
metals are poured into.

— Metal melting. In this process, raw materials are melt and mixed. Molten
metal is prepared in a furnace and depending on the choice of the furnace,
the quality, the quantity and the throughput of the melt change.

— Casting and separation. Once the mixture is made, the molten material
is poured onto the sand mould. It can be done using various types of ladles
or, in high volume foundries that generate small castings, automated pour-
ing furnaces. Later, the metal begins to cool. This step is one of the most
important because the majority of the defects can appear during this phase.
Finally, when the casting has been cooled enough to maintain the shape,
the casting is separated from the sand. The removed sand is recovered for
further uses.

— Removal of runners and risers. Some parts of the casting that had been
used to help in the previous processes are then removed. They can be de-
tached by knocking off, sawing or cutting.

— Finishing. To finish the whole process some actions are usually performed,
e.g., cleaning the residual sand, heat treatment and rectification of defects
by welding.

As aforementioned, to detect faulty castings and in order to know the be-
haviour of the casting to withstand several forces and loads, several tests are
done when the casting is finished. The complexity of carrying out this process
before doing it, i.e., using ez-ante methods, stems from the huge amount of
variables to monitor along the whole foundry process and, therefore, the way in
which these variables influence the final design of a casting. Consequently, we
have simplified the manufacturing and the main variables to control in order to



foresee the faulty castings, and also features of the casting, can be classified into
the following categories: (i)metal-related and (ii)mould-related.

— Metal-related variables
e Composition: Type of treatment, inoculation and charges [17].
o Nucleation potential and melt quality: Obtained by means of a thermal
analysis program [18].
e Pouring: Duration of the pouring process and temperature.
— Mould-related variables
e Sand: Type of additives used, sand-specific features and carrying out of
previous test or not.
e Moulding: Machine used and moulding parameters.

Generally, the dimension and geometry of the casting also play a very im-
portant role in this practice and, thus, we included several variables to control
these two features. In addition, we took into account other parameters regard-
ing the configuration of each machine working in the manufacturing process [19].
Finally, we can represent the castings with 24 different variables [2].

2.2 Microshrinkages

An irregularity in the casting is called a casting defect. When a defect appears,
the casting must be corrected or, in the worst case, rejected. There are several
defects that might arise along the foundry process and affect the metal [16].

Michroshrinkages is a kind of defect that usually appears during the cooling
phase of the metal but it cannot be noticed until the production is finished.
Particularly, this flaw consists of a form of filamentary shrinkage in which the
cavities are very small but large in number and can be distributed over a sig-
nificant area of the casting, i.e., a minuscule internal porosities or cavities. The
reason of its apparition is that metals are less dense as a liquid than as a solid.
And during the solidification process, the density of the metal increases while
the volume decreases in parallel. In this way, diminutive, microscopically unde-
tectable interdendritic voids may appear leading to a reduction of the castings
hardness and, in the cases of high precision foundries (where the casting is a
part of a very sensitive piece), this defect renders the piece useless [20].

The existing tests to detect microshrinkages use non-destructive inspections.
The most widely techniques are the analysis via X-ray and ultrasound emissions.
Unfortunately, both require suitable devices, specialised staff and quite a long
time to analyse all the parts. Moreover, every test has to be done once the casting
is done. Therefore, post-production inspection is not an economical alternative
to the pre-production detection of microshrinkages.

Although we have already obtained overall significant results through a su-
pervised machine-learning-based approach predicting those imperfections [2, 13,
14], these approaches require to test several classifiers and identify which classi-
fier fits to the foundry process. Moreover, if the research is not developed in an
exhaustive manner or the selected learning methods only detect local maximums,



we may select a non-optimal classifier to foresee microshrinkages. In addition,
as we show in our previous research, we do not select always the same classifier
with the same configuration to predict every defect.

2.3 Mechanical Properties

When the foundry process is accomplished, the final casting is a part of a more
complex system that will be subject to several forces (loads). During the design
step, engineers calculate these forces and how the material deforms or breaks as
a function of applied load, time or other conditions. And later, after the whole
process, they select some specimens to test their actual behaviour. Therefore,
it is important to recognise how mechanical properties influence iron castings
[18]. Specifically, the most important mechanical properties of foundry materials
are the following ones [21]: strength (there are many kinds of strength such as
ultimate strength and ultimate tensile strength), hardness, toughness, resilience,
elasticity, plasticity, brittleness, ductility and malleability.

To assure the performance of castings, there are common or standard proce-
dures for measuring the mechanical properties of the materials in a laboratory.
Unfortunately, the only way to know how the castings withstand the forces and
loads and take measurements of the behaviour is employing destructive inspec-
tions. In addition, this complex process, like in microshrinkages tests, requires
suitable devices, specialised staff and quite a long time to analyse the materials.

Regarding the ultimate tensile strength, on which we focus here on, its check-
ing method is performed as follows. First, a scientist prepares a testing specimen
from the original casting. Second, the specimen is placed on the tensile testing
machine. Finally, the machine pulls the sample from both ends and measures the
force required to pull the specimen apart and how much the sample stretches
before breaking.

Moreover, the main variables to control in order to predict the mechanical
properties of metals are the composition [17], the size of the casting, the cooling
speed and thermal treatment [18]. In this way, the system should take into
account all these variables to issue a prediction on those mechanical properties.
Hence, our machine-learning models are composed of about 25 variables.

We developed several researches applying machine-learning-based classifiers
with the aim of predicting these features [4,5,13,15]. By carrying out this ap-
proach, foundries can reduce the cost of their quality tests because the destruc-
tion of the casting is no longer required. In our research, we obtained significant
results that prove the plausibility of this technique. Nevertheless, as happened
with microshrinkages, we cannot assure that the optimal classifier is included in
the tested classifiers.

3 Combining Machine-Learning Classifiers

Classifiers by themselves are able to obtain good results, but we cannot ensure
that a specific classifier is perfectly suitable for the prediction of every defect in



the foundry process. To solve this problem, several studies have been developed
to combine classifiers [22]. These techniques seek to obtain a better classification
decision despite of incorporating a higher degree of complexity to the process.

From a statistical point of view [23], assuming a labelled data set Z and
the n number of different classifiers with relatively good performance making
predictions for Z, we can select one of them to solve classification problems, but
there is a risk of not choosing the proper one. Therefore, the safest option is to
use all of them and make an ‘average’ of their outputs. The resulting classifier
is not necessarily better but will decrease or eliminate the risk induced because
of the use of non appropriate classifiers.

From a computational point of view [22], some supervised machine-learning
algorithms, in their learning phase, generate models based on local maximum so-
lutions. Thus, an aggregation of classifiers is much closer to the optimal classifier
than only one of them.

Similarly, the foundry process itself can be categorised into linear or nonlin-
ear. By using these combination methods, we are capable of designing a collective
intelligence system for classification which incorporates both linear and nonlinear
classifiers.

The combination methods we used to develop the experiments are detailed
below.

3.1 By Vote

The democracy for classifying elements is one of the oldest strategies for decision
making. Extending the electoral theory, other methods can allow the combina-
tion of classifiers [24]:

— Majority Voting Rule. Assuming that the labelled outputs of classifiers
are given as c-dimensional binary vectors [d; 1, ...,d; |7 € {0,1}¢,i=1,...,L
where d; ; = 1 if the classifier D; categorises x in w;, or 0 otherwise. The
plurality of the votes results in a set of classification for the class wy such
as 25:1 dix = max§_, ZiL:1 d; j. Regarding the problem of ties, these are
solved arbitrarily.

— Product Rule. This second method takes into account the probabilities
[24]. Thus, for the Product Rule, p(x1, ..., £r|wy) represents the joint prob-
ability distribution of the measurements taken from the classifiers. We as-
sume that these representations are statistically independent. By including
the Bayesian decision theory[24], the method assigns Z — w; if
P~ (w)) [T, Plwles) = max, P~ (wy) [T2, P(wslz:). The de-
cision rule quantifies the probability of a hypothesis by combining the a
posteriori probabilities generated by the classifiers. Indeed, this fusion rule
is really hard because it may inhibit one of the outputs when the probability
is close to 0.

— Average Rule. To obtain the Average Rule, we must start generating the
Sum Rule to subsequently make a division employing the number of base



classifiers, R, as denominator [24]. Assuming that the a posteriori probabil-
ities computed for each classifier are not derived from a priori probabilities,
we obtain the Sum Rule in which we assign Z — w; if (1 — R)P(w;) +
Sty Plwsla) = maxi [(1— R)P(wy) + 00, Plwilz)]

— Max Rule. We start with the Sum Rule and obviate the product of a
posteriori probabilities and assuming prior equalities, the method assigns
Z — wj if max | P(wglz;) = max{®, max? | P(wg|z;)

— Min Rule. For the Min Rule, starting with the Product Rule and obviating
the product of a posteriori probabilities and assuming prior equalities, we
will assign Z — w; if med | P(w;|z;) = maxi™_, med | P(wk|x;)

3.2 Grading

The base classifiers are all the classifiers that we want to combine through the
grading method [25] and these have been evaluated using k-fold cross-validation
[26] ensuring that each of the instances has been employed for the learning phase
of each classifier.

Formally, let p;i; as the calculated class probability for each base classifier
k for the class [ and the instance i. To simplify the equations, we write Pjy
to refer to the vector (prii1,Pri2, .- Pikn,) Of all probabilities for the instance
¢ and the classifier k. In addition, the prediction of the base classifier k for i
is the class L, p;xr, is calculated by the maximum likelihood, in other words,
Cikk = ngaxz{pikl}-

Moreover, grading builds n. training datasets, one for each base classifier k,
adding the predictions g;; to the original data set as the new class. prMeta;;
is the probability calculated by the meta-classifier of k& that the base classi-
fier k is going to correctly foresee the instance i. Regarding this information,
the final estimated probability for the class [ and the instance 4, if there is,
at least, one meta-classifier which indicates that its classifier is going to fore-
see the result in a correct manner (i.e., prMeta;; > 0.5), is calculated as
prGrading; =Y {prMeta;;|cir = | A prMetay, > 0.5}.

Therefore, the classification step is as follows [25]. First, each base classifier
makes a prediction for the instance you want to foresee. Second, meta-classifiers
qualify the result obtained by the base classifiers for the instance we are trying to
classify. And, finally, the classification is derived using only the positive results.
Conflicts (i.e., multiple classifiers with different predictions have got a correct
result) can be solved using the by vote method or employing the estimated
confidence for the base classifier.

3.3 Stacking

The stacking method [27] is another manner of combining classifiers that tries
to improve the union based on cross-validation method.

Hence, we use several classifiers or generalisers. To learn these classifiers, we
select a set of r partitions, each one divides 6 (the training set) into two sets,



usually disjoint. We label the set of partitions as 6;;, where 1 < ¢ < r and
j € {1,2}. Then, we define the space, in which these classifiers are, as the level
0 space. The classifiers use the original data set 6 for the learning step.

Then, for each r; partition of 6, {6;1,0;2}, we generate a set of k numbers.
Typically, this £ numbers can be: (i) the assumptions made by the original clas-
sifier or generaliser, (ii) the input component ;5 or (iii) the vector in the input
space which connects the component 6;5 to its 6;; nearest neighbour. Subse-
quently, we take each group of k numbers as input component in a second space,
level 1 space. Due to we have r partitions of @, there are r points in the space
of level 1. These points are known as the reduced or level 1 training set for the
level 1 classifiers.

For the classification process, firstly, we carry out a question to the classifiers
in level 0 (original classifiers). Secondly, once we get the answer from all of them,
we apply the transformations of £ numbers that produce the input data set for
the level 1 (this is the results transformation step). Thirdly, level 1 classifiers
will derive the solution. And finally, the response is transformed back into the
level 0 space to provide the final result. The whole process is known as stacked
generalisation and can be more complex adding multiple stacking levels.

To apply the stacking method, we miss a set of rules such as (i) which classi-
fiers should be selected at level 0, (ii) which ones at level 1 and which k¥ numbers
ought to be employed to generate the level 1 space [27].

3.4 Multischeme

This method is a meta-classification method implemented by Weka [28] which
allows the combination of classifiers in a simple manner. This method employs a
combination rule based on the results obtained by the cross-validation and the
error rate measured as the mean square error from several classifiers.

The cross-validation is a simple way of mapping a classifier G with a set of
training data 6 and estimating the error rate of G when 6 is generalised. More
rigorously, multischeme method is performed by calculating the mean for each
instance 7 and the error rate of G achieved predicting the output target related
to the input data set 6,5 and when the learning phase is performed using the
rest of 6, 6;1. The error estimation is made through cross-validation as follows:
CV(G,0) = (3,[G(6;1, input of 8;)(output of 6;2)]%)/m

By using this measure, multischeme method is able to determine which clas-
sifier has to be taken into account to make the most precise classification.

4 Experimental results

To prove our hypothesis, we have collected data from a real foundry specialised
in safety and precision components for the automotive industry, principally in
disk-brake support with a production over 45,000 tons a year. These experi-
ments are focused exclusively on the prediction of the aforementioned targets:
(i) microshrinkages and (ii) the ultimate tensile strength. Note that, as we have



already mentioned, the only way to examine both objectives is after the produc-
tion is done.

Moreover, pieces flawed with a microshrinkage or an invalid ultimate tensile
strength must be rejected because of the very restrictive quality standards (which
is an imposed practice by the automotive industry). Therefore, regarding the
acceptance/rejection criterion of the studied models, we defined several risk levels
that resembles the one applied by the final requirements of the customer.

For microshrinkages, we defined the following 4 levels of risks: Risk 0 (there
is no microshrinkages), Risk 1 (the probability of being microshrinkages is re-
ally low), Risk 2 (there are some possibilities that the casting is flawed with a
miscroshrinkage) and Risk 3 (It is sure that the casting has a microshrinkage).
In these experiments, the machine-learning classifiers have been built with the
aforementioned 24 variables. We have worked with two different references (i.e.,
type of pieces) and, in order to test the accuracy of the predictions, with the re-
sults of the non-destructive X-ray and ultrasound inspections from 951 castings
(note that each reference may involve several castings or pieces) performed in
beforehand.

For the ultimate tensile strength, we have defined two risk levels: Risk 0
(more than 370 MPa') and Risk 1 (less than 370 MPa). In these experiments,
the machine-learning models have been built with the aforementioned 24 vari-
ables. We have worked with 11 different references and, in order to test the
accuracy of the predictions, we have used as input data the results of the de-
structive inspection from 889 castings performed in beforehand. In spite of the
fact that in our previous research we have examined this dataset with diverse
sizes [4, 15], currently, we are interested in the accuracy level with the full origi-
nal dataset since the foundry, we are collaborating with, always works with the
whole dataset.

Specifically, we have conducted the next methodology in order to evaluate
properly the combination of classifiers:

— Cross-validation: We have performed a k-fold cross-validation [26] with
k = 10. In this way, our dataset is 10 times split into 10 different sets of
learning (90% of the total dataset) and testing (10% of the total data).

— Learning the model: We have made the learning phase of each algorithm
with each training dataset, applying different parameters or learning algo-
rithms depending on the model. More accurately, we have use the same set
of models that in our previous work [2,4, 5, 13-15]: Bayesian networks (with
K2, Hill Climber, Tree Augmented Naive (TAN) as structural learning algo-
rithms and Naive Bayes), K-Nearest Neighbour (with values for k between 1
and 5), Support Vector Machines (with polynomial, normalised polynomial,
radial basis function (RBF) and Pearson VII function-based kernels), Deci-
sion Trees (using random forests with different amount of trees (n),s n = 50,
n = 100, n = 150, n = 200, n = 250, n = 300 and n = 350, and a J48 tree)
and Artificial Neural Networks (specifically a MultiLayer Perceptron).

! MegaPascal, unit of pressure.



— Learning the combination of the classifiers: Once the machine-learning
classifiers were built, we teach the different combination methods using the
aforementioned models. More accurately, we tested the following combina-
tion methods:

e By vote: There are several ways to combine the results of the classifiers
by vote. For these experiments we have used the majority vote rule [22],
the product rule [24], the average rule [24], the maz rule [24] and the min
rule [24].

e Grading: This method needs a first level classifiers that have to assure
that the predictions achieved by the original classifiers are correct. In
this way, we have performed our experiments using the following first
level classifiers: a Naive Bayes, Tree Augmented Naive and a K-Nearest
Neighbour where 1 < k < 5.

e Stacking: For combining the original classifiers, stacking creates two sep-
arate spaces, in the first space, there are the original classifiers, and in
the second one, there are several classifiers that derive the final result
accordingly to the results achieved by the previous ones. To create the
second space we have tested the following classifiers: a Naive Bayes,
Tree Augmented Naive, a K-Nearest Neighbour with k =1, k=2, k =3,
k=4 and k = 5; and a J48 decision tree.

o Multischeme: This method combines the results using the cross-validation
outputs and the error rates from the original classifiers. Thus, in this re-
search we have used multicheme as it is.

— Testing the model: For each combination method, we have evaluated the
percentage of correctly classified instances and the area under the Receiver
Operating Characteristic (ROC) area that establishes the relation between
false negatives and false positives [29]. We have decided to use the ROC
area due to the realization that simple classification accuracy is often a poor
metric for measuring the performance [30].

After applying the aforementioned methodology, we have obtained the fol-
lowing results. In order to facilitate the readability, we have divided the results
by the classification target.

4.1 Microshrinkage

As we mentioned before, we have evaluated the meta-classifiers in terms of pre-
diction accuracy and the area under the ROC curve. In this way, Table 1 illus-
trates the obtained results in terms of prediction accuracy. Using the full original
dataset of 951 evidences, we can achieve a 94.47% of accuracy level. Stacking
built through a Tree Augmented Naive outperformed the rest of combination
methods. On the one hand, the stacking method seems to be the best combina-
tion method due to the first three meta-classifiers was built using this technique.
In addition, these three meta-classifiers achieved a similar result, more than a
94% of accuracy. The deviation between the majority of the meta-classifiers is
really small (only 2.29 units). On the other hand, there are three meta-classifiers



that obtained an accuracy under the 75%. Those classifiers are based on By Vote
Rule. Except for Majority Voting and Average Rule, this method is not adequate
for the foundry process.

Table 1. Results in terms of accuracy and AUC predicting microshrinkages

Combination Method Accuracy (%s) AUC
Stacking (TAN) 94.47 0.9873
Stacking (Naive Bayes) 94.12 0.9659
Stacking (KNN k=5) 94.12 0.9657
Grading (KNN k=5) 93.94 0.9077
MultiScheme 93.94 0.9820
Grading (KNN k=4) 93.93 0.9073
Grading (KNN k=3) 93.87 0.9062
Grading (J48) 93.86 0.9059
By Vote (Majority Voting Rule) 93.85 0.9071
Grading (Naive Bayes) 93.81 0.9053
Grading (TAN) 93.78 0.9049
Stacking (KNN k=3) 93.72 0.9528
Stacking (KNN k=4) 93.66 0.9600
Grading (KNN k=2) 93.49 0.9017
Grading (KNN k=1) 93.48 0.9013
By Vote (Average Rule) 93.33 0.9820
Stacking (J48) 93.26 0.9145
Stacking (KNN k=2) 92.46 0.9420
Stacking (KNN k=1) 92.18 0.9021
By Vote (Max Rule) 73.29 0.9538
By Vote (Product Rule) 68.17 0.9076
By Vote (Min Rule) 68.17 0.9076

Notwithstanding, despite some Stacking meta-classifiers have achieved better
accuracy levels than the Grading, Grading-based classifiers could achieve good
results. Surprisingly, MultiSheme, one of the simplest method, is ranked in the
fifth position. Hence, using this method (with an accuracy of 93.94%) or Ma-
jority Voting Rule (with an accuracy of 93.85%), other really simply method
for combining classifiers, we can reduce the computational complexity while we
maintain good results.

Table 1 also shows the area under the ROC curve (AUC). In this way, the
obtained results in terms of AUC are similar to the ones of prediction accuracy.
The Stacking built through a Tree Augmented Naive also outperformed the rest
of algorithms. More accurately, ROC analysis provides tools to select possible
optimal models and to discard the suboptimal ones [29]. Therefore, if the results
are closer to a value of 1 than to a value of 0, the classifier achieves a better
performance because it obtains less amount of false positives and false negatives.
In summary, although all of them accomplish acceptable values (they exceed the
line of no-discrimination, in other words, more than a 0.90), Stacking based on
a TAN classifier outshine the other classifiers achieving a 0.9873.

As it is shown in [23], these methods approximate the results achieved in
our previous research using single classifiers [2,13, 14]. Actually, there is one of
them that overtakes the single classifiers. Therefore, we can conclude that the
combination of classifiers can obtain (i) a good generalisation of the process



improving the accuracy and reducing the error rates; and (ii) reduction of the
problem for selecting one single classifier.

4.2 Mechanical Properties

We have measured the same parameters for testing the combination methods in
the prediction of the ultimate tensile strength, more particularly, the accuracy
and the area under the ROC curve. Thus, table 2 shows the achieved results. In
this case, the meta-classifier with the best performance was the Grading method
(using a Tree Augmented Naive). In terms of accuracy, the classifier obtained
an 86.63%. As we can deduct, the combination of classifiers also depends on the
defect to be foreseen. For microshrinkages, the stacking method built through a
TAN was the better, however, for the ultimate tensile strength, it is the worst.

Table 2. Results in terms of accuracy and AUC predicting ultimate tensile strength

Combination Method Accuracy (%s) AUC
Grading (TAN) 86.63 0.8101
MultiScheme 86.37 0.9171
Grading (J48) 86.34 0.8077
By Vote (Majority Voting Rule) 85.95 0.8005
Grading (Naive Bayes) 85.91 0.7990
By Vote (Average Rule) 85.86 0.9146
Stacking (TAN) 85.73 0.9098
Grading (KNN k=5) 85.71 0.7977
Stacking (Naive Bayes) 85.48 0.9094
Stacking (KNN k=5) 85.33 0.8778
Grading (KNN k=4) 85.23 0.7929
Grading (KNN k=3) 85.15 0.7922
Grading (KNN k=1) 85.05 0.7940
By Vote (Max Rule) 84.92 0.8968
Stacking (J48) 84.79 0.7996
Grading (KNN k=2) 84.77 0.7884
Stacking (KNN k=3) 84.17 0.8527
Stacking (KNN k=4) 83.69 0.8665
Stacking (KNN k=1) 81.43 0.7676
Stacking (KNN k=2) 79.57 0.8258
By Vote (Product Rule) 69.80 0.5994
By Vote (Min Rule) 69.80 0.5994

The MultiScheme and the Grading methods follow closely the best meta-
classifier. For the second one, its first level classifiers are J48 decision trees. In
terms of accuracy, the difference between the three methods does not exceed 0.29
units. Surprisingly, as in the microshrinkages, two very simple methods, such as
MultiScheme and the Majority Voting Rule, are among the best meta-classifiers.
Similarly, results illustrate us that the Product Rule and Min Rule are not able
to make good predictions of the ultimate tensile strength. Moreover, although
the classifiers are not ranked in the same position that in the microshrinkages,
the overall behaviour is the same. All of them got very similar results, while
three of them departed from the general behaviour.

Regarding the error rates, all of the classifiers obtained very similar results,
but the best classifier is not the best dealing with false positives. Nevertheless, the



second one, the MultiSchema, is the best one. Thus, and because of the fact that
the success rate is approximately the same, this could be the choice for predicting
this feature. Another interesting aspect that we saw is that the best-performing
classifier for microshrinkages problem is one of the best classifiers in terms of
area under the ROC curve. Notwithstanding, the difference in accuracy with the
best classifier is 0.9 units, hence, this method could be used for foreseeing both
defects.

In this second experiment, the behaviour of a single classifier could not be
improved. In our previous work [4,5,13,15] we reach an accuracy of 86.84%
using Random Forests with 250 trees. However, the difference is pretty small,
hence, we can confirm that combining methods can approximate the results of
the best classifier [23]. In addition, we do not care if the process is lineal or
non-linear due to this method allow us to create a model that includes both
type of classifiers. And finally, although it does not exceed the single classifiers,
this method reduces the error rates, hence, we consider it as the best way for
predicting the ultimate tensile strength.

5 Conclusions

On the one hand, microshrinkages are tiny porosities that appear when the cast-
ing is cooling down. On the other hand, ultimate tensile strength is the capacity
of a metal to resist deformation when subject to a certain load. The prediction
of the apparition of microshrinkages and the value of ultimate tensile strength
renders as the hardest issues in foundry production, due to many different cir-
cumstances and variables that are involved in the casting process and determine
it.

Our previous research [2,4,5,13-15] pioneers the application of Artificial
Intelligence to the prediction of these two features. Specifically in this paper,
we have extended that model to the prediction via the combination of stand-
alone classifiers. The majority of them behave well, but stacking built with a
Tree Augmented Naive for microshrinkages and grading also built with a TAN
outperform the rest of the meta-classifiers. Moreover, the achieved results, in the
case of microshrinkages, improve the classification done with a single classifier.
On the other hand, as it is shown in [22], for the ultimate tensile strength, the
meta-classifier approximates the previous results and reduces the error rates.

In addition, as we noticed in our previous work [4,15,2], there are some
irregularities in the data that may alter the outcome rendering it not as effective
as it should. More accurately, these inconsistencies appear because the data
acquisition is performed in a manual fashion.

Accordingly, future work will be focused on four main directions. First, we
plan to extend our analysis to the prediction of other defects in order to develop
a global system of incident analysis. Second, we plan to integrate this meta-
classifier, which will work as a black box combining all partial results to predict
any defect, into a Model Predictive Control system in order to allow an hybrid
prediction model. Third, we plan to employ some techniques (e.g., Bayesian



compression) to give more relevance to the newer evidences than to the older
ones. The main objective is to develop a new method to quickly adapt the
machine learning classifiers included in this meta-classifier. And, finally, we plan
to test a preprocessing step to reduce the irregularities in the data.
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