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Abstract. Internet is a powerful source of information. However, some
of the information that is available in the Internet, cannot be shown
to every type of public. For instance, pornography is not desirable to
be shown to children. To this end, several algorithms for text filtering
have been proposed that employ a Vector Space Model representation
of the webpages. Nevertheless, these type of filters can be surpassed
using different attacks. In this paper, we present the first adult content
filtering tool that employs compression algorithms to represent data that
is resilient to these attacks. We show that this approach enhances the
results of classic VSM models.
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1 Introduction

Sometimes, the information available in the Internet, cannot be shown or is not
appropriate to show to every type of public. For instance, pornography is not
desirable to be shown to children. In fact, sometimes the content is illegal (or
barely legal) such as child pornography, violence or racism.

The approach that both the academia and the industry has followed in order
to filter these not appropriate contents is web filtering. These filters are broadly
used in workplaces, schools or public institutions [1]. Information filtering itself
can be viewed as a text categorisation problem (or image categorisation problem
if images are used). In particular, in this work, we focus on adult site filtering.
An important amount of work have been performed to filter these contents using
the image information [2–6].

Regarding the use of textual information for adult website filtering, several
works have been developed [7, 6, 8, 9]. These approaches model sites using the
Vector Space Model (VSM) [10], an algebraic approach for Information Filtering
(IF), Information Retrieval (IR), indexing and ranking. This model represents
natural language documents in a mathematical manner through vectors in a
multidimensional space.



However, this method has its shortcomings. For instance, in spam filtering,
which is a type of text filtering similar to adult website filtering, Good Word At-
tack, a method that modifies the term statistics by appending a set of words that
are characteristic of legitimate e-mails, or tokenisation, that works against the
feature selection of the message by splitting or modifying key message features
rendering the term-representation no longer feasible [11], have been applied by
spammers.

Against this background, we propose the first compression-based text filtering
approach to filter adult websites. Dynamic Markov compression (DMC) [12] has
been applied for spam filtering [13], with good results. We have adapted this
approach for adult content classification and filtering. In particular, we have
used Cross-Entropy and Minimum Description Length, which model a class as
an information source, and consider the training data for each class a sample of
the type of data generated by the source.

In particular, our main findings are:

– We present the first compression-based adult content filtering method.
– We show how to adopt DMC for adult content filtering tasks.
– We validate our method and show that it can improve the results of the

classic VSM model in adult content filtering.

The remainder of this paper is organised as follows. Section 2 describes the
DMC approach. Section 3 describes the performed empirical validation. Finally,
Section 4 concludes and outline the avenues of future work.

2 Dynamic Markov Chain Compression for Content
Filtering

The compression algorithm dynamic Markov compression (DMC) [12] models
information with a finite state machine. Associations are built between every
possible symbol in the source alphabet and the probability distribution over
those symbols. This probability distribution is used to predict the next binary
digit. The DMC method starts in a already defined state, changing the state
when new bits are read from the entry. The frequency of the transitions to
either a 0 or a 1 are summed when a new symbol arrives. The structure can be
also be updated using a state cloning method.

DMC has been previously used in spam filtering tasks [13], with good results.
We have used a similar approach used in spam filtering for text classification
using compression models. In particular, we have used Cross-Entropy and Min-
imum Description Length, which model a class as an information source, and
consider the training data for each class a sample of the type of data generated
by the source. In this way, our text analysis system tries to accurately classify
web pages into 2 main categories: adult or not adult, therefore, we are training
two different information sources adult A or not adult ¬A.

In order to generate the models, we used the information found within the
web page. To represent the web page, we started by parsing the HTML of the



page so only the text remains. Using these parsed websites, we generate the two
information sources adult A or not adult ¬A.

To classify the new webpages, Cross-Entropy and MDL were used:

– Cross Entropy. Following the classic definition, the entropy H(X) of a
source X measures the amount of information used by a symbol of the source
alphabet:

H(X) = lim
n→+∞

− 1

n

∑
P (sn1 ) · log2 P (sn1 ) (1)

The cross-entropy between an information source X and a compression
model M is defined as:

H(X,M) = lim
n→+∞

− 1

n

∑
P (sn1 ) · log2 PM (sn1 ) (2)

For a given webpage w, the webpage cross-entropy is the average number of
bits per symbol required to encode the document using the model M :

H(X,M,w) = − 1

n
log2 PM (w) = − 1

n

|w|∑
i=1

log2(PM (Si|Si−1
1 )) (3)

The classification criteria follow the expectation that a model which achieves
a low cross-entropy on a given webpage approximates the information source.
In this way, to assign the probability of the webpage w to belong to a given
class c of a set of classes C is computed as:

P (c) =
1

H(X,Mc, w)−1 ·
∑

ci∈C
1

H(X,Mci
,w)

(4)

– Minimum Description Length. Minimum Description Length (MDL)
[14] criteria states that the best compression model is the one with the
shortest description of the model and the data i.e., the one that compresses
best a given document.
The difference with minimum cross- entropy is that the model adapts itself
with the test webpage, while the page is being classified.

MDL(X,M,w) = − 1

n
log2 P

′
M (w) = − 1

n

|w|∑
i=1

log2(P ′M (Si|Si−1
1 )) (5)

where P ′M (w) means that the model is updated with the information found
in the webpage w. The classification criteria is the same has the one used
with cross-entropy.

P (c) =
1

MDL(X,Mc, w)−1 ·
∑

ci∈C
1

MDL(X,Mci
,w)

(6)



3 Empirical Validation

To validate our approach, we downloaded 4500 web pages of both adult content
and other content such as technology, sports and so on. The dataset contained
2000 adult websites and 2500 not adult websites. The collection was conformed
by gathering different adult websites and sub-pages within them. A similar ap-
proach was used to conform the not adult data.

Once we parse the HTML code from all the web pages, we conducted the
following methodology:

– Cross Validation. We have performed a K-fold cross validation with k=10.
In this way, our dataset is 10 times split into 10 different sets of learning
(90% of the total dataset) and testing (10% of the total data).

– Learning the model. For each fold we have performed the learning phase of
the DMC. In this way, we added to the DMC model every website contained
in each training dataset, adapting the compression model with each website.

– Testing the model. For each fold, we have used different criteria to se-
lect the class: Cross-Entropy and MDL. In this way, we measured the True
Positive Ratio (TPR), i.e., the number of adult websites correctly detected,
divided by the total number of adult webs:

TPR =
TP

TP + FN
(7)

where TP is the number of adult websites correctly classified (true positives)
and FN is the number of adult websites misclassified as not adult sites(false
negatives).
We also measured the False Positive Ratio (FPR), i.e., the number of not
adult sites misclassified as adult divided by the total number of not adult
sites:

FPR =
FP

FP + TN
(8)

where FP is the number of not adult websites incorrectly detected as adult
and TN is the number of not adult sites correctly classified.
Furthermore, we measured the accuracy, i.e., the total number of the classi-
fier’s hits divided by the number of instances in the whole dataset:

Accuracy(%) =
TP + TN

TP + FP + TP + TN
· 100 (9)

Besides, we measured the Area Under the ROC Curve (AUC) that estab-
lishes the relation between false negatives and false positives [15]. The ROC
curve is obtained by plotting the TPR against the FPR.

– Comparison other models: In order to validate our results, we compare
the results obtained by the DMC classifiers (with Cross-Entropy and MDL
criteria) with the ones obtained with a classic VSM model.
To represent the web page, we start by parsing the HTML of the page so
only the text remains. Then, we remove stop-words [16], which are words de-
void of content (e.g., ‘a’,‘the’,‘is’). These words do not provide any semantic



Table 1. Results of DMC compared with Bayesian classifiers (%).

Classifier Accuracy TPR FPR AUC

DMC Cross Entropy 99.9778 100.0000 0.0004 1.0000
DMC MDL 99.2889 98.5000 0.0004 1.0000

Näıve Bayes 99.1556 98.9000 0.0060 0.9910
Bayesian Network: K2 99.5111 98.9000 0.0000 0.9970
Bayesian Network: TAN 99.5333 99.0000 0.0000 0.9900

information and add noise to the model [17]. We used the Term Frequency
– Inverse Document Frequency (TF–IDF) [17] weighting schema, where the
weight of the ith term in the jth document is:

weight(i, j) = tfi,j · idfi (10)

where term frequency is:

tfi,j =
ni,j∑
k nk,j

(11)

where ni,j is the number of times the term ti,j appears in a document p, and∑
k nk,j is the total number of terms in the document p.

The inverse term frequency idfi is defined as:

idfi =
|P|

|P : ti ∈ p|
(12)

where |P| is the total number of documents and |P : ti ∈ p| is the number
of documents containing the term ti.
Next, we perform a stemming step [18]. Stemming is the process for reducing
inflected words to their stem e.g., ‘fishing’ to ‘fish’. To this end, we used
the StringToWord filter in a filtered classifier in the well-known machine-
learning tool WEKA [19]. Using this bag of words model, we have trained
several Bayesian classifiers: K2 [20] and Tree Augmented Näıve (TAN) [21].
We also performed experiments with a Näıve Bayes classifier [22]. The DMC
classifier was implemented by ourselves.

Table 1 shows the obtained results. The DMC classifier using the cross en-
tropy criteria obtained the best results, improving the results of Bayesian classi-
fiers. Indeed, this classifier only failed one of the instances: a false positive. The
results with MDL were also high but not as high as when using cross-entropy,
indicating that the update of the compression model with the test webpage does
not improve the classification phase.

Even though that the classic Bayesian classifiers obtain a high accuracy rate,
there may be several limitations due to the representation of webpages. As hap-
pens in spam, most of the filtering techniques are based on the frequencies with



which terms appear within messages, and we can modify the webpage to evade
such filters.

For example, Good Word Attack[23] is a method that modifies the term
statistics by appending a set of words that are characteristic of not adult pages,
thereby bypass filters. Another attack, known as tokenisation, works against the
feature selection of the message by splitting or modifying key message features,
which renders the term-representation as no longer feasible [11]. All of these
attacks can be avoid by the use of this compression-based methods, because it.

4 Discussion and Conclusions

Internet is a powerful channel for information distribution. Nevertheless, some-
times not all of the information is desirable to be shown to every type of public.
Hence, web filtering is an important research area in order to protect users from
not desirable content. One of the possible contents to filter is adult content.

In this research, our main contribution is the first adult content filter that is
based in compression techniques for text filtering. In particular, we used DMC
as text classifier, and we showed that this approach, enhances the classification
results of VSM-based classifiers. Nevertheless, this approach also presents some
limitations that should be studied in further work.

There is a problem derived from IR and Natural Language Processing (NLP)
when dealing with text filtering: Word Sense Disambiguation (WSD). An at-
tacker may evade our filter by explicitly exchanging the key words of the mail
with other polyseme terms and thus avoid detection. In this way, WSD is con-
sidered necessary in order to accomplish most natural language processing tasks
[24]. Therefore, we propose the study of different WSD techniques (a survey
of different WSD techniques can be found in [25]) capable of providing a more
semantics-aware filtering system. However, integrating a disambiguation method
with a compression-based text-filtering tool is not feasible. Therefore, in the fu-
ture, we will adopt a WSD-based method for the classic representation of web-
sites VSM and we keep the compression based method, combining both results
into a final categorisation result.

Besides, in our experiments, we used a dataset that is very small in com-
parison to the real-world size. As the dataset size grows, the issue of scalability
becomes a concern. This problem produces excessive storage requirements, in-
creases time complexity and impairs the general accuracy of the models [26].
To reduce disproportionate storage and time costs, it is necessary to reduce
the size of the original training set [27]. To solve this issue, data reduction is
normally considered an appropriate preprocessing optimisation technique [28,
29]. This type of techniques have many potential advantages such as reducing
measurement, storage and transmission; decreasing training and testing times;
confronting the problem of dimensionality to improve prediction performance in
terms of speed, accuracy and simplicity; and facilitating data visualisation and
understanding [30, 31]. Data reduction can be implemented in two ways. Instance
selection (IS) seeks to reduce the number of evidences (i.e., number of rows) in



the training set by selecting the most relevant instances or by re-sampling new
ones [32]. Feature selection (FS) decreases the number of attributes or features
(i.e., columns) in the training set [33].

Future versions of this text filtering tool will be oriented in two main ways.
First, we would like to deal with the semantics awareness of adult-content fil-
tering including these capabilities in our filter. Second, we will enhance the
requirements of labelling, in order to improve efficiency. Third, we will compare
more compression methods.
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