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Abstract. Twitter has become one of the most used social networks.
And, as happens with every popular media, it is prone to misuse. In
this context, spam in Twitter has emerged in the last years, becoming
an important problem for the users. In the last years, several approaches
have appeared that are able to determine whether an user is a spammer or
not. However, these blacklisting systems cannot filter every spam message
and a spammer may create another account and restart sending spam. In
this paper, we propose a content-based approach to filter spam tweets.
We have used the text in the tweet and machine learning and compression
algorithms to filter those undesired tweets.
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1 Introduction

Similarly as happened with e-mail, online social networks have emerged and be-
come a powerful communication media, where users can share links, discuss and
connect with each other. In particular, Twitter is one of the most used social net-
works, a very popular social system that serves also as a powerful communication
channel, a popular news source; and as happens with every powerful channel, it
is prone to misuse and, therefore, a spam marketplace has been created.

This new type of spam has several particularities (such as the limitation of
140 characters) and, despite the Twitter’s effort to combat these spam opera-
tions, there is still no a proper solution to this problem [1]. And it is known that
spam is not only very annoying to every-day users, but also constitutes a major
computer security problem that costs billions of dollars in productivity losses [2].
It can also be used as a medium for phishing (i.e., attacks that seek to acquire
sensitive information from end-users) [3] and the spread of malicious software
(e.g., computer viruses, Trojan horses, spyware and Internet worms) [2].

Regarding Twitter spam filtering, there has been an increment in the re-
search activity in the last years. In particular, several methods have appeared to
detect spammer accounts in Twitter. Benevenuto et al. [4] developed a system
to detect spammers in Twitter by using the properties of the text of the users’



tweets and user behavioural attributes, being able to detect about a 70% of the
spammer accounts. Grier et al. [5] proposed a schema based on URL blacklisting.
Wang [6] proposed a new approach that employed features from the social graph
from Twitter users to detect and filter spam. Gao et al. [7] presented a generic
Online Social Network spam filtering system that they tested using Facebook
and Twitter data. Their approach used several features using clustering to detect
spam campaigns. Similarly, Ahmed and Abulaish [8] presented a new approach
to identify spammer accounts using classic statistical methods.

Although these approaches are able to deal with the problem, a new spammer
account may emerge to substitute the filtered accounts. Hence, these blacklist-
ing systems, similarly as happens with e-mails, should be complemented with
content-based approaches commonly used in e-mail spam filtering. In this con-
text, a recent work by Martinez-Romo and Araujo proposed a method for de-
tecting spam tweets in real time using different language models and measuring
the divergences [9].

Against this background, we present here a study of how classic e-mail
content-based techniques can filter spam in Twitter. To this end, we have com-
prised a dataset (publicly available) of spam and ham (not spam) tweets. Using
these data, we have tested several content-based spam filtering methods. In par-
ticular, we have tested statistical methods based on the bag of word models, and
also compression-based text classification algorithms.

In summary, we advance the state of the art through the following contri-
butions: (i) a new and public dataset of Twitter spam, to serve as evaluation
of Twitter spam filtering systems; (ii) we adapt content-based spam filtering to
Twitter; (iii) we present a new compression-based text filtering library for the
well-known machine-learning tool WEKA; and (iv) we show that the proposed
method achieves high filtering rates, even on completely new, previously un-
seen spam, discussing the weakness of the proposed model and explain possible
enhancements.

The remainder of this paper is organised as follows. Section 2 explains the
methods used in this study. Section 3 details the process to build the dataset,
the experiments performed and presents the results. Section 4 discusses the main
shortcomings of the proposed method and proposes possible improvements, out-
lining avenues for future work.

2 Content-based Spam Filtering Methods

In order to find a solution to the problem of spam, the research community
has undertaken a huge amount of work. Because machine learning approaches
have succeeded in text categorisation problems [10], these techniques have been
adopted in spam filtering systems. Consequently, substantial work has been ded-
icated to the Naive Bayes classifier [11], with studies in anti-spam filtering con-
firming its effectiveness [12-14]. Another broadly embraced machine-learning-
based technique is Support Vector Machines (SVM) [15]. The advantage of SVM
is that its accuracy does not degrade even with many features [16]. Therefore,



such approaches have been applied to spam filtering [17,18]. Likewise, Deci-
sion Trees that classify by means of automatically learned rule-sets [19], have
also been used for spam filtering [20]. All of these machine-learning-based spam
filtering approaches are termed statistical approaches [21].

Machine learning approaches model e-mail messages using the Vector Space
Model (VSM) [22], an algebraic approach for Information Filtering (IF), In-
formation Retrieval (IR), indexing and ranking. This model represents natural
language documents in a mathematical manner through vectors in a multidi-
mensional space.

However, this method has its shortcomings. For instance, in spam filtering,
Good Words Attack is a method that modifies the term statistics by appending
a set of words that are characteristic of legitimate e-mails. In a similar vein,
tokenisation attacks work against the feature selection of the message by splitting
or modifying key message features rendering the term-representation no longer
feasible [23]. Compression-based text classification methods have been applied
for spam filtering [2], with good results solving this issue.

In the remainder of this section, we detail the methods we have employed.

2.1 Machine-learning Classification

Machine-learning is an active research area within Artificial Intelligence (AI)
that focuses on the design and development of new algorithms that allow com-
puters to reason and decide based on data (i.e. computer learning). We use
supervised machine-learning; however, in the future, we would also like to test
unsupervised methods for spam filtering. In the remainder of this section, we
review several supervised machine-learning approaches that have succeeded in
similar domains.

— Bayesian Networks: Bayesian Networks [24] are based on Bayes’ Theo-
rem [25]. They are defined as graphical probabilistic models for multivariate
analysis. Specifically, they are directed acyclic graphs that have an associated
probability distribution function [26]. Nodes within the directed graph rep-
resent problem variables (they can be either a premise or a conclusion) and
the edges represent conditional dependencies between such variables. More-
over, the probability function illustrates the strength of these relationships
in the graph [26].

— Decision Trees: These models are a type of machine-learning classifiers that
are graphically represented as trees. Internal nodes represent conditions re-
garding the variables of a problem, whereas final nodes or leaves represent
the ultimate decision of the algorithm [19]. Different training methods are
typically used for learning the graph structure of these models from a la-
belled dataset. We used Random Forest, an ensemble (i.e., combination of
weak classifiers) of different randomly-built decision trees [27], and J/8, the
WEKA [28] implementation of the C4.5 algorithm [29].

— K-Nearest Neighbour: The K-Nearest Neighbour (KNN) [30] classifier
is one of the simplest supervised machine learning models. This method



classifies an unknown specimen based on the class of the instances closest
to it in the training space by measuring the distance between the training
instances and the unknown instance. Even though several methods to choose
the class of the unknown sample exist, the most common technique is to
simply classify the unknown instance as the most common class amongst
the K-nearest neighbours.

— Support Vector Machines (SVM): SVM algorithm divide the data space
into two regions using a hyperplane. This hyperplane always maximises the
margin between those two regions or classes. The margin is defined by the
farthest distance between the examples of the two classes and computed
based on the distance between the closest instances of both classes, which
are called supporting vectors [15]. Instead of using linear hyperplanes, it is
common to use the so-called kernel functions. These kernel functions lead
to non-linear classification surfaces, such as polynomial, radial or sigmoid
surfaces [31].

2.2 Compression-based Text Classifier

In this section, we describe how we have performed the text classification using
the compression models. In particular, given a set of training documents D, we
can generate a compression model M using these documents.

The training documents are previously labelled in n different classes, dividing
our training documents D in n different document sets D = (D1, Do, ..., Dy—1, Dy,)
depending on their labelled class (in our task 2: spam or ham, that is Dgpem and
Dham))- In this way, we generate n different compression models M, one for
each class: M = (Mq, Mo, ... My,_1, M,,).

When a training document d; ;, where ¢ denotes the class and j denotes the
document number, is analysed, we add it to the compression model of its class
M, training and updating the compression model. In this way, if we proceed
with the training of every document in D, each model will be trained with
documents of that class, therefore being adapted and prepared to compress only
documents of that particular class.

In particular, for the compression models used, each model is given a training
sequence in order to learn the model M that provides each future outcome a
probability value for each future symbol. The prediction performance is usually
measured by the average log-loss [32] £(M, 2T) that given a test sequence d¥ =
(dl, dg, ceey dn—la dn)

~ 1 A
(M, 2Ty = ?1ogM(di|d1,d2,...,di,1) (1)

A small average log-loss over a test sequence means that the sequence is going
to be well compressed. In this way, the mean of the log-loss of each model M
achieves the best possible entropy:

T
LogEval(d, M) = %ZIOgM(dﬂdi_l) (2)

=1



In this case, it is also possible to adapt the model with the symbols d; of the
test sequence, generating another way of measuring considering the sample of
the type of data generated by the model:

T
1 .
LogBuval(d, M) = 7 > " log M’ (d; d}™)) 3)
=1

where M’ is the model adapted with the d;_; symbol.

In both cases, the class of tested document is selected as the minimal value of
each compression model tested. When a testing document d arrives, our system
can also evaluate the probability of a document belonging to a class using each
compression model M; and then we generate a probability with values between
0 and 1, using the next formula:

1
Pld € M) = o P20 )

2 j=1 TogBval(@ M)

Similarly, we may use the minimum value of LogEwval:

M;(d) = argmin LogFEwval(d, M;) (5)
MieM
Using the implementation of Prediction by Partial Matching (PPM) [33],
Lempel-Ziv 78 (LZ78) [34], an improved LZ78 algorithm (LZ-MS) [35], Binary
Context Tree Weighting Method (BI-CTW) [36], Decomposed Context Tree
Weighting (DE-CTW) [37], Probabilistic Suffix Trees (PST) [38], presented in
[32]! and adapting the original version of DMC [39]%, we have adapted these mod-
els and provided a WEKA[28] 3.7 package® named CompressionTextClassifier
used in this paper.
We briefly describe the 2 compression models used for Twitter spam filtering.
We used DMC and PPM because they have been the most used ones in e-mail
spam filtering:

— Dynamic Markov Chain (DMC): DMC [39] models information with a
finite state machine. Associations are built between every possible symbol
in the source alphabet and the probability distribution over those symbols.
This probability distribution is used to predict the next binary digit. The
DMC method starts in an already defined state, changing the state when
new bits are read from the entry. The frequency of the transitions to either
0 or 1 are summed when a new symbol arrives. The structure can also be
updated using a state cloning method. DMC has been previously used in
e-mail spam filtering tasks [2] and in SMS spam filtering [40, 41] obtaining
high filtering rates.

! Available at: http://wuw.cs.technion.ac.il/~ronbeg/vmm/code_index.html

2 Available at: http://www.jjj.de/crs4/dmc.c

3 Available at: http://paginaspersonales.deusto.es/isantos/Resources/
CompressionTextClassifier-0.4.3.zip



— Prediction by Partial Match (PPM): Prediction by partial matching
(PPM) algorithm [33] is one of the best lossless compression algorithms.
The implementation is based on a prefix tree [32]. In this way, using the
training character string, the algorithm constructs the tree. In a similar vein
as the LZ78 prefix tree, each node within the tree represents a symbol and
has a counter of occurrences. The tree starts with a root symbol node for
an empty sequence. It parses each symbol of the training sequence and the
parsed symbol and its context, allowing the model to define a potential path
in the tree. Once the tree is generated, the resultant data structure can be
used to predict each symbol and context, transversing the tree according to
the longest suffix of the testing sequence.

3 Evaluation

To evaluate the proposed method, we constructed a dataset comprising 31,457
tweets retrieved from a total of 223 user accounts, from which 143 were spam ac-
counts verified in the TweetSpike site * while 80 were randomly selected among
legitimate users. Besides, the accounts were manually checked to determine if
they were correctly classified. Regarding the tweets, after removing all the dupli-
cated instances, the final dataset used for evaluation of the proposed algorithms
had 25,846, from which 11,617 correspond to spam tweets and 14,229 to legiti-
mate tweets®.

— Cross validation: In order to evaluate the performance of machine-learning
classifiers, k-fold cross validation is commonly used in machine-learning ex-
periments.

For each classifier tested, we performed a k-fold cross validation with & = 10.
In this way, our dataset was split 10 times into 10 different sets of learning
sets (90% of the total dataset) and testing sets (10% of the total data).

— Learning the model: For each fold, we performed the learning phase for
each of the algorithms presented in Section 2.1 with each training dataset,
applying different parameters or learning algorithms depending on the con-
crete classifier. If not specified, the default ones in WEKA were used.

To evaluate each classifier’s capability we measured accuracy, which is the
total number of the classifier’s hits divided by the number of messages in
the whole dataset (shown in equation 6).

7 TP +TN
TP+ FP+FN+TN

Accuracy(%) 100 (6)
where TP is the amount of correctly classified spam (i.e., true positives), FN
is the amount of spam misclassified as legitimate mails (i.e., false negatives),

4 Available at: http://www.tweetspike.org
5 Available online at: http://paginaspersonales.deusto.es/isantos/resources/
twitterspamdataset.csv



FP is the amount of legitimate mail incorrectly detected as spam, and TN
is the number of legitimate mail correctly classified.

Furthermore, we measured the precision of the spam identification as the
number of correctly classified spam e-mails divided by the number of cor-
rectly classified spam e-mails and the number of legitimate e-mails misclas-
sified as spam:

NS*}S

SP Ns—)s + Nl—)s (7)
where Ny_, ¢ is the number of correctly classified spam messages and N;_.
is the number of legitimate e-mails misclassified as spam.
Additionally, we measured the recall of the spam e-mail messages, which is
the number of correctly classified spam e-mails divided by the number of cor-
rectly classified spam e-mails and the number of spam e-mails misclassified
as legitimate:

N9—>€
" Nsﬁs + Ns%l ( )
We also computed the F-measure, which is the harmonic mean of both the

precision and recall, as follows:

2N,
2Ns_ys + Nsy1 + Niys

Finally, we measured the Area Under the ROC Curve (AUC), which estab-
lishes the relation between false negatives and false positives. The ROC curve
is represented by plotting the rate of true positives (TPR) against the rate
of false positives (FPR).

9)

F-measure =

Table 1 shows the results obtained with both the common machine-learning
algorithms and the compression models proposed. On the one hand, we can
appreciate how one of the most used classifiers in e-mail spam filtering, Naive
Bayes, performs poorly when compared to the rest of the models, obtaining a
0.76 of AUC. In a similar vein, PPM with adaptation obtains a 0.86 of AUC
against the 0.92-0.99 of the rest of the classifiers. Later SVM, with different
kernels, and KNN algorithms, obtain a lowest value of AUC of 0.92 for SVM
with Radial Basis Function and a highest value of AUC of 0.97 for KNN with a
k of 3. The decision tree C4.5 also obtains a 0.97 of AUC but improving every
other measure when compared to the previous algorithms. On the next scale,
there are algorithms with 0.98-0.99 of AUC. Amongst them, Random Forest are
the ones with the best behaviour, obtaining not only a 0.99 of AUC but also
significant results in the other measures. The only algorithms with the same
performance are DMC and PPM, both without adaptation, that also obtain a
0.99 of AUC. Finally, with 0.98 of AUC we can find the rest of the Bayes-based
algorithms and DMC with adaptation.



Table 1. Results of the evaluation of common machine learning classifiers and the
compression models.

Classifier Acc. Sp Sr F — Measure AUC
Random Forest N=50 96.42 0.98 0.94 0.96 0.99
Random Forest N=30 96.41 0.98 0.94 0.96 0.99
DMC without Adaptation 95.99 0.96 0.95 0.96 0.99
Random Forest N=10 95.96 0.97 0.94 0.95 0.99
PPM without Adaptation 94.80 0.97 0.91 0.94 0.99
Naive Bayes Multinomial Word Frequency 94.94 0.95 0.93 0.94 0.98
Naive Bayes Multinomial Boolean 94.75 0.95 0.93 0.94 0.98
Bayes K2 94.12 0.99 0.88 0.93 0.98
DMC with Adaptation 93.11 0.94 0.90 0.92 0.98
C4.5 95.79 0.98 0.92 0.95 0.97
KNN K=3 93.71 0.97 0.89 0.93 0.97
KNN K=5 92.61 0.97 0.86 0.91 0.97
SVM PVK 95.81 0.97 0.93 0.95 0.96
KNN K=1 94.22 0.95 0.92 0.93 0.96
SVM Lineal 94.38 0.92 0.96 0.94 0.95
SVM RBF 93.20 0.99 0.85 0.92 0.92
PPM with Adaptation 76.50 0.78 0.69 0.72 0.86
Naive Bayes 72.72 0.64 0.89 0.75 0.76

4 Conclusions

In this paper, we presented a study of how classic e-mail content-based techniques
can filter Twitter spam, adapting the algorithms to Twitter’s peculiarities, but,
while analysing the text of the messages has proven as a great approach to
identifying the type of the communications. In particular: (i) we have compiled a
new and public dataset of spam in Twitter, (ii) we evaluated the classic content-
based spam filtering techniques to this type of spam, and (iii) as a technical
contribution, we have presented a new and free software compression-based text
filtering library for the well-known machine-learning tool WEKA.

Future versions of this spam filtering system will move in two main directions.
First, we will enhance this approach using social network features. Second, we
plan to enhance the semantic capabilities, as already studied in e-mail spam
filtering [42,43], by studying the linguistic relationships in tweets.
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